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Introduction 
 

• We explore classification and prediction of women’s clothing outfits. 

 

• Key questions: 

        o What kinds of outfit clusters can unsupervised learning techniques 

           find? 

        o Given a new piece of clothing, can we recommend other items to 

           complete the outfit? 

 

• A previously unexplored problem: how to deal with outfits of clothing rather 

than individual clothing pieces. 

 

• Practical applications: 

         o Online retailers promote similar clothing next to a desired piece of  

            clothing to encourage consumer purchases (e.g., Google Shopper) 

 

• Previous work: 

         o Google Shopper recommends similar-looking dresses for a given  

            searched dress. We predicts not similar pieces, but matching pieces. 

 

         o Web interface by Princeton undergrads, which recommends  

            accessories for a given outfit based on the color. We predict all   

            clothing, not just accessories. 

Data Set 
 

• Previously unexplored data set: online teen clothing retailer 

 

• Users combine different clothes (e.g., a t-shirt, jeans, shoes, and some 

accessories) to create an outfit 

 

• Website was developed as a social shopping feature, but it is a trove of 

data for machine learning 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

•  We collected information on 1126 outfits with 1585 items 

 

• Each item contains: 

• Image 

• Text description 

• Price 

 

 

 

 

 

Random Prediction 
 

• From training data, randomly choose an item from each category 

Associative Prediction 
 

• Input: which items are in which outfits 

 

• Consider the item type as a categorical variable 

 

• Construct a joint probability distribution over all types 

 

 

 

 

• Prediction: using conditional probability 

 

 

 

 

• Intuition: items which appeared often with the input item in training outfits 

are likely good matches 

 

• Disadvantage: the input item must appear in training outfits 

 

• Future work: classify an unknown input item as a convex combination of 

known items, then construct a new conditional probability distribution 
Conclusions & Future Work 
 

• Outfit clustering algorithms are somewhat successful, e.g. find swimwear 

 

• Evaluate results of user study to determine advantages and disadvantages 

of each prediction method 

 

• Refine prediction algorithms based on results of user study 

 

• Image-based item clustering and outfit prediction 

 

• Budget constraints on recommended items 

• 8 categories of items 

• Top 

• Dress 

• Bottom 

• Layer 

• Under 

• Swim 

• Shoe 

• Accessory 
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Problem Statement 
 

Unsupervised learning 
 

 Input: training outfits 

 Output: outfit clusters 

 Evaluation: Perplexity of various cluster sizes 

                      Perplexity comparison with randomly generated training outfits 

 

Supervised learning 
 

 Input: a single item 

 Output: a complete outfit 

 Evaluation: User study 

 

 

 

 

EM Clustering & Prediction 

• Input:  bag of words for each outfit in the dataset. 

• For 10 clusters,  top 5 words: 

 

 

 

 

 

 

 

 

 

 

• Perplexity with 5-fold cross validation : 

 

 

 

 

 

• Prediction: for a given single input item 

• Calculate conditional probability: 

 

 

 

• Pick the cluster which has the maximum posterior probability. 

• Select random items from the selected cluster (Because of 

randomness in the prediction part, k is selected 20 instead of 

10 which has the minimum perplexity number). 

 

 

LDA Clustering & Prediction 

•  Input: bag of words for each outfit in the dataset. 

•  Model:  

 

 

 

 

 

• 𝛼 : the prior on the per-document topic distributions, 𝛽 : the 

per-topic word distribution. 𝜃 : the topic distribution, z : the 

topic for each word in each document,  w :  observed data. 

• For 10 topics,  top 5 words: 

 

 

 

 

 

 

 

 

 

 

•  Prediction: same as EM 

 
 

 

 

k Perplexity 

2 386.5815 

5 370.6765 

10 369.2121 

20 378.574 

30 387.5336 
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User Study Evaluation 

• Web interface: 

 

 

 

 

 

 

 

• Predictions: 

• For a given input, recommend items to complete outfit 

• For each prediction algorithm, record ratings from users 

 

 

 

 

 

 

 

 

 

 

 

• Comparison: user study with same prediction algorithms, but randomly 

generated training outfits 
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